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AI is Everywhere!
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What is AI Auditing?

AI audit refers to evaluating AI systems to ensure they 
work as expected without bias or discrimination and 
are aligned with ethical and legal standards.

Source: unite.ai

AI auditing is the research and practice of assessing, 
mitigating, and assuring an algorithm’s safety, legality, 
and ethics.

Source: holisticai.com



Why AI Auditing?

● Fairness/Bias issues in AI predictions

● Explainability/Transparency of AI predictions

● Transparency in Data collection, usage and sharing

● The question of AI accountability

● AI in crucial sectors like healthcare and legal

• Cost of error in making high stake decisions
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Why AI Auditing?

Source: https://www.propublica.org/article/machine-bias-risk-assessments-in-criminal-
sentencing
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Hallucination
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[Bang et al., 2023:https://arxiv.org/pdf/2302.04023.pdf]

Numbers marked in red are wrong, ChatGPT imagines them.



Prompt Injection
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Auditing AI – Existing Frameworks

Source: censius.ai

Control Objectives for Information and Related 
Technologies (COBIT) Framework

a. Governance and management of enterprise information and 
technology

b. Inclusion of process descriptions, base practices, and outcomes 
for IT systems in general

COSO ERM Framework

a. Risk management and governance
b. Strategy, performance, review, communication, and 20 key 

principles



Auditing AI – Existing Frameworks

Source: censius.ai

IIA AI Auditing Framework

a. Data quality, performance, Al competency, infrastructure, 
resilience, and ethics

b. Strategy, governance, and the human factor

US Government Accountability Office AI 
Framework

a. Data, Performance, Monitoring and Governance



Factors to audit in AI

Stages to consider:

1. Design & Development

2. Deployment

3. Monitoring

4. General Ethics (Across stages)



Factors to audit in AI

Stage 1: Design & Development

Data

● Collection & 

Participation/Representation

● Privacy & Consent

● Cleaning & Processing

● Security

Performance

● Test set for validation

● Integrity

● Effectiveness & Robustness

● Can be arbitrarily brittle on unseen 

data!



Considerations & Questions

Data

● Was consent taken for collection of private data?

● Has data been preprocessed and anonymized?

● Is the training set well represented?

● Is the data stored and used securely?

● Are policies regarding data usage and data sharing clear and 

ethical?



“…build AIs that could detect toxic language like hate speech to help remove it 
from their platforms. The premise was simple: feed an AI with labeled examples 
of violence, hate speech, and that tool could learn to detect those forms of toxicity 
in the wild.”

“…he suffered from recurring visions after reading […]. “That was torture,” he 
said. “You will read a number of statements like that all through the week. By the 
time it gets to Friday, you are disturbed from thinking through that picture.”
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Factors to audit in AI

Stage 2: Deployment

Performance

● Effectiveness & Robustness

● Metrics

● Efficiency (Time, Space & 

Infrastructure)

Interpretability

● Explainability

● Transparency and 

understandability

Human-in-the-loop

● Feedback & Override

● Effective alignment

● Group of humans and their 

representation



Performance

● Metrics

a. What are the scores used to indicate performance?

b. Do the portrayed score indicate general good performance?

c. Other metrics to indicate bias and fairness

d. Are the metrics measurable?

Considerations & Questions



Considerations & Questions

Performance

● Integrity

a. How sensible/authentic are the generated predictions?

b. How valid are statements generated by technologies like Generative 

AI?



Considerations & Questions

Robustness

● Test Set

a. How was the test set constructed?

b. Is it a good test set with adequate representation?

c. What are the limits of applicability of the model?



Considerations & Questions

Robustness

● Robust to attacks

a. Do the models resist adversarial attacks?

b. Has the model been trained to work with tainted inputs?

c. The model needs to have mechanisms to detect targeted attacks!



Considerations & Questions

Understandability

● Interpretability

a. How complex is the model?

b. Can the working of the model be understood by domain experts?



Considerations & Questions

Understandability

● Explainability

a. Are explanations provided?

b. Explanations should convey “What are the reasons for the predictions 

generated?”

c. Are the explanations understood by the domain experts?



Factors to audit in AI

Stage 3: Monitoring

Human-in-the-loop

● Monitoring

● Feedback & Override

● Effective alignment

● Group of humans and their 

representation

Social Impact

● Fairness & Bias issues

● Grievance portal & support to 

voice feedback

Model Monitoring

● Model Re-calibration

● Model retraining

● Performance Drift



Considerations & Questions

Monitoring

● Performance Drift

a. Has the model shown any bias/fairness towards or against a group of 

users/citizens?

b. Is there options for users to report if AI system has been unfair to them?

c. Is the system capable of re-training or re-calibrating to incorporate data drift?

- Cannot be continuously trained in deployment!



Considerations & Questions

Monitoring

● Human(s)-in-the-loop

a. Are there humans in the loop to monitor the model performance?

b. Can the humans intervene to align the model to expectations?

c. Are the humans in the loop qualified personnel?

d. Are the pool of humans in the loop well represented?



Factors to audit in AI

General Ethics (Across Stages)

● Data Privacy, Security & Sharing policies

● Fair, Equitable & Transparent Decision Making

● Protection of rights and society

● Accountability for AI system’s decisions

● Sustainable Development





Thank You!

Open to Questions


